Detecting Image Forgery )
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Abstract With the advancements in digital technology, multispectral images have
found use in fields like forensics, remote sensing due to their ability to perceive
things which were otherwise non-existent. They are used to obtain more information
about terrains, land cover and in forensics as certain things like blood stains are not
visible in visible spectrum. But with newly developed photo-editing softwares, they
can be easily manipulated without leaving any visible clue of manipulation, but will
destroy the underlying correlation between different bands. Newly developed digital
cameras employ a single sensor along with multispectral filter array (MSFA) and then
interpolate the data at other locations, hence introducing a correlation between bands.
In this paper, we have proposed an algorithm that can identify the lack of correlation
at tampered locations in a multispectral image and can thus help in establishing the
authenticity of the given multispectral image. We show the efficiency of our approach
with respect to the size of tampered regions in images interpolated with one the most
common demosaicking algorithm—binary tree-based edge sensing (BTES).

Keywords Multispectral image forgery - Multispectral filter array (MSFA)
MSFA demosaicking * Interpolation - EM algorithm

1 Introduction

Multispectral images since they were brought into use have found use in numerous
fields such as military planning, urban planning, forensics. If it becomes possible to
forge these images then due to the severity of their uses, it will also become increas-
ingly important to have the methods to authenticate the image. Several algorithms
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Fig. 1 A typical Bayer
pattern

have been proposed for detecting the forged 3-band images [1-8]. Li et al. recently
proposed an improved method of image forgery localization via integrating tamper-
ing possibility maps [1]. Shen et al. described a novel passive splicing image forgery
detection approach using textural features based on the gray-level co-occurrence
matrices [2]. Pun et al. proposed a copy-move forgery detection scheme that first
integrates both block-based and keypoint-based methods and then performs feature
point matching [4]. Ferrarra et al. [5] and Popescu et al. [6] proposed the image
forgery detection techniques based on color filter array (CFA) artifacts. These tech-
niques generally assume that although digital forgeries may leave no visual clues of
having been tampered with, they may, nevertheless, alter the underlying statistics of
an image. A typical digital camera will capture the value of one color at one pixel
location, and its value at the rest of the locations will be determined by interpolat-
ing the available data. The patterns in which the value of colors at different pixels is
recorded are CFA (color filter array) patterns, and the most prominent among them is
Bayer pattern as shown in Fig. 1. Missing values at different pixels locations are then
interpolated from available data, and this process is called color filter array (CFA)
interpolation or demosaicking. Interpolation introduces some correlations between
the samples of a color image. Aberrations from these correlations can be quantified
to determine whether the image is genuine or not. Our proposed method utilizes an
iterative way as inspired by Popescu’s and Farid’s work [6] to determine the authen-
ticity of a multispectral image. As CFA involves only three colors so the pattern is
not complex and it is easier to determine the relationship, but as the number of bands
increases, based on the probability of appearance of each band, we get a profusion
of possible patterns. These patterns are called multispectral filter array (MSFA). We
use BTES [5] demosaicking algorithm to interpolate data from MSFA (4-band and
5-band images), edit them and then implement our algorithm on these images to
determine its effectiveness in detecting digital tampering and analyze its accuracy
with increase in size of forgeries.



Detecting Image Forgery in Single-Sensor Multispectral Images 843

1.1 MSFA Interpolation Algorithm

There are many algorithms that have been proposed for demosaicking [9-14] a
multispectral image, but we primarily focus here on binary tree-based edge sensing
(BTES) demosaicking method as it is the most referred work, and unlike many
other methods, BTES is a generic algorithm that can handle more diversified MSFA
patterns. On the basis of the number of spectral bands and probability of appearance
(POA) of each band, BTES suggests an approach to generate an MSFA. To prepare
an MSFA for a 5-band image, {A, B, C, D, E} with POA as {1/4, 1/4, 1/4, 1/8, 1/8},
a tree is generated where each leaf node represents a band and its depth represents
its POA as shown in Fig. 2a. After generating the tree, checkerboard separation is
carried out (Fig. 2b) and the leaf nodes are combined to obtain the final MSFA as in
Fig. 2c.

To interpolate the MSFA thus obtained using BTES, a band is selected at random
having highest POA (contains more information). To generate complete band D,
values at locations of band E are determined using the available data for band D
(Fig. 3b), and then the values at locations of band A are computed using newly
computed data as shown in Fig. 3c. Final band D is computed using its all available
data (Fig. 3d). The method to obtain the value at required location is explained below.

For patterns at odd level (lets say, k) of tree, only down-sampling by (k — 1),
k > 1 is sufficient to convert the pattern to basic pattern, and for even levels, it is
down-sampled by 2 level/2 — 1, level>1 and then rotated by 45° For instance in
Fig. 4a, A can be converted to basic pattern just by rotation whereas in Fig. 4b D is
down-sampled to get the basic pattern.

Now, for interpolation, weights of four neighboring pixels are calculated. For
vertical,
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Fig. 2 MSFA generation a binary tree, b checkerboard separation, ¢ 5-band MSFA
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Fig. 3 Demosaicking process a binary tree, b interpolating D at locations of E, ¢ interpolating D
at locations of A, d interpolating and obtaining D at all locations
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Fig. 4 Transforming the pixels a pixels have been rotated by 45° to get a basic pattern, b simple
down-sampling gives basic pattern

2 Proposed Algorithm

In an MSFA-interpolated image, all pixels of a particular band are likely to have
the correlation with each other. If the image is tampered with, it introduces some
aberrations in those correlations and identifying them would help us in establishing
the originality of an image. We assume that each pixel has a linear relationship with
its neighboring pixels as it can reasonably estimate the correlations and is faster.

Inspired by [6], we use the expectation/maximization algorithm to determine the
most probable correlation between the pixels, and the pixels that deviate from the
expected values more will have higher probability of not belonging to the MSFA.

Let f(x, y) denote a color channel of an MSFA-interpolated image. We begin by
assuming that each sample in f(x, y) belongs to one of two models:

(1) M1 if the sample is linearly correlated to its neighbors, satisfying: f(x, y) =
Yo f(x+u,y+v)+nlx,y)
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Fig. 5 MSFA for 5-band
images (using BTES [6])
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a0,0 =0 and n(x, y) denotes random samples drawn from a Gaussian distribution
with zero mean and unknown variance.
(2) M2 if the sample is not correlated to its neighbors.

Here, u, v are the distances of the pixels from central pixel which were considered
during interpolation; e.g., Assuming five bands: A, B, C, D, E, with probabilities 1/4,
1/4, 1/4, we generate an MSFA as depicted in Fig. 5.

To find the contributing neighbors for band A at locations of band B, the nearest
location where A is known is identified. In Fig. 5, immediate vertical neighbors
of B hold known values of A so (u, v)={(—1, 0), (+1, 0), (0, —1), (0, +1)}. To
accomplish this task, a grid of 8 x 8 size is taken and 1 is stored at locations of band
A, 2 at locations of band B, and so on. To solve for band A at location of other bands,
nearest occurrence of ““1” is searched for and its distance from central pixel is stored
as (x, y). From these values, (u, v) are obtained as either {(—ux, x), (x, x), (x, —x),
(—x, —x)} for diagonal nearest neighbor or {(x, 0), (—x, 0), (0, x), (0, —x)} for the
other case.

From Fig. 5, interpolation of band A at location of band D and E requires the four
corner neighbors so (u, v)={(—1, -1), (=1, +1), (+1, —1), (+1, +1)}. Interpolation
of band D at location of B and E requires values of band D available at locations
next to immediate neighbors in horizontal and vertical direction, so (u, v)={(—2,
0), (+2, 0), (0, —2), (0, +2)}. The term « represents the relationship between central
pixel and its neighbors, so alpha and probability maps for all the cases are calculated
separately to ensure higher accuracy and better probability maps.

The EM algorithm is a two-step iterative algorithm: First, we calculate the proba-
bility of each sample belonging to each model, and then in the second step, the value
of a is estimated, i.e., the correlation. The probability of f(x, y) belonging to M, is
calculated using Bayes’ rule:

A =Pr{f(x, y)If(x,y) € Mi}Pr{f(x,y) € M1}

Pr{f(x,y) € M }andPr{f(x,y) € Mp} =1/2
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The probability of observing a sample f(x, y) generated from model M1 is given
by (probability map):

N
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1 1
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Since first step requires value of «, it is randomly initialized. A new « is obtained
by minimizing the squared error function:
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Differentiating it and putting it equal to zero yields:
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This is comparatively easier and faster way to get the result.
Detailed Algorithm:

[*initialize*/
Solving for band A
Choose { aj, } randomly
Choose o,
Set pg as 1 over the size of range of possible values of f(x,y).
for each possible MSFA
n=0
/*expectation step*/
for every other band than A(say B)
//(x, y) represents locations of band B
//(Xa, ya) represents locations of band A
Calculate u,v:-
grid=zeros(8,8)
grid(x,y,)=1
grid(x,y)=2
neigh=nearest(grid,1,2)
//meigh=(x,x) for nearest neighbor at distance x in
//diagonal direction
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if neigh(0)~=neigh(1)
(u,v)={(-x,0),(x,0),(0,-x),(0,x) }
else
(V)= {(-%,-%),(X,%),(X,-X),(-X,X) }
end
for each location of band B in current MSFA
R(x,y) = f(x,¥) = Xilp=-n Cupf (x + U,y +v)
end
for each location of band B in current MSFA

1 R(xy)?
P(x,y) = o Zﬂexp [_ ZXGJ; ]
_ _Pxy)
Wixy) = P(xy)+Po
end
end

/* maximization step*/
Compute ai%! by solving linear equation.

Ty W) R%x.y))” z

Ont1 = ( Ty W)
n=n+1
Until (a3! — alt, <€)

end

A probability map (P(x, y)) is generated by running this algorithm which helps
in determining if the image is genuine.

3 Experimental Results

We tested our algorithm on cave dataset of 31 images (512 x 512) [15] provided by
Columbia University. We generated 31 4-band and 31 5-band images and stored first
3 bands of 4-band images and 1, 3, 5 bands of the 5-band image. All of these images
were edited in varying proportions of 1-16% hence giving five groups of 31 images
each.

To quantify the results, we prepared a synthetic map and compared it with the
obtained probability maps of original images and (manually tampered) edited images.

Synthetic map:

if (S(x,y) =r1,y) S,(x,y)=0 elseS,(x,y) =1

where r represents any channel and S represents the MSFA and we already have the
probability map p, obtained from channel r of an image. P, and S, represent their
respective Fourier transforms.

The measure of similarity M is: M = >_|P, (x, ¥)|.IS,(x, y)|

If the value of M is above a specified threshold, then it is assumed that a cor-
relation is present and the image is genuine. When all three channels of an image
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Fig. 6 % correct determination in 4-band images (upper) and 5-band images

for all possible MSFA patterns is below threshold, then the image is considered a
forged image. Accuracy of the algorithm was determined on the basis of its correct
determination of forged images out of 31 images, and results have been plotted in
Fig. 6. The accuracy increased with increase in size of forgeries.

To determine the authenticity of an image with an accuracy of about 80%, image
should at least be 7% forged for 4- and 5-band images. Since the algorithm deter-
mines originality on the basis of correlations between the pixels produced due to
demosaicking, it can be used to determine authenticity of an image with any number
of bands(including 3-band images), with the only constraint on their probability of
appearances.

We compared the probability maps obtained from our algorithm with the prob-
ability maps as described in [6] for five channel images by applying the algorithm
on only one channel without any changes. Figure 7 shows the obtained probability
maps. The proposed algorithm gives much better results for multispectral images.

The image shown in (Fig. 8a) was reproduced using 4-band BTES (IR, R, G, B)
and saved as NIR-G-B image, and the blood stains on the T-shirt were removed using
Photoshop as in Fig. 8b. The probability map of image was then prepared using the
suggested algorithm, and it clearly demarcates the tampered portion; Fig. 8c.
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(b)

Fig. 7 a Shows the test images and b their probability maps obtained from the proposed algorithm

(down) and Popescu et al. [6]
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(a) (b)

(c)

Fig. 8 a Blood-stained T-shirt (NIR-G-B), b photoshopped T-shirt, ¢ probability map of (b)

4 Conclusion

In this paper, we studied the potential of expectation/maximization algorithm in
determining the authenticity of a single-sensor multispectral image reconstructed
using some demosaicking method. We discussed in relation to the binary tree-driven
demosaicking method BTES, but approach seems applicable to other demosaicking
methods in general. The demosaicking methods lead to correlations which would
get affected if the original multispectral image is tampered. By using the expecta-
tion/maximization algorithm, these correlations can be estimated and it can then be
used to determine whether the image is forged or not. With the use of multispectral
images increasing with time, it was imperative that an algorithm to determine an
image’s authenticity be developed. This algorithm also highlights the importance of
using an MSFA. It not only reduces the cost of capturing these high-content images
but also provides the means to detect digital manipulations/any tampering in the
multispectral images.
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